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ABSTRACT 
 
The validation of the electrothermal spectrometry method for Arsenic and lead determination in water samples 
guarantees the quality of analytical data. The study was carried out at AQLAB. A theoretical and technical 
investigation was applied to ensure the reliability and accuracy of the analytical method. Parameters such as 
INEN standards, Eurachem international standards, AQLAB internal documents and environmental standards 
were used to validate the process. Several readings were performed on different samples to make calibration 
curves for As and Pb, evaluate the method's linearity, and obtain information on the slope, intercept and de-
termination coefficient. Statistical calculations were used to determine the limit of detection and quantification, 
repeatability, reproducibility, trueness and uncertainty. The results show that the hypotheses were fulfilled, 
calibration curves with determination coefficient higher than 0.995, repeatability standard deviation lower 
than 16%, calculated F < critical F (4.96), calculated t student < theoretical (2.23), trueness was between 
100.29-110.18 and 99.64-107.92%, uncertainty was 20% range 0.005 to 0.10 mg/L and 15% range 0.01-
0.20mg/L, limit of detection was 0.001 and 0.005 mg/L and limit of quantification was 0.01 and 0.02mg/L, 
respectively. Therefore, the validation method was robust and accurate. 
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INTRODUCTION 
Atomic absorption spectroscopy (AAS) is a technique based on the measurement of the amount of light ab-
sorbed by free atoms in the sample, allowing the precise identification and quantification of the elements 
present; it has gained tremendous popularity in analytical chemistry due to its high sensitivity and a relative 
absence of interferences in the determination of most metals and metalloids1.  

 
One spectroscopy method is electrothermal atomic absorption (EAA), an analytical technique determining the 
concentration of metallic elements in liquid samples2. Electrothermal atomization using a graphite tube fur-
nace as an atomizer is a powerful and advantageous technique in atomic absorption spectroscopy because it 
allows analysis of refractory and trace analyte elements3, uses smaller samples, and provides higher sensitivity, 
making it a preferred choice in many analyses4. 

 
The advantages of AAE are that it offers much lower detection levels (20 to 1000 times better) than conven-
tional flame techniques, can analyze the sample without additional treatment and requires a minimum amount 
of sample to perform the analysis1. On the other hand, it has limitations such as greater susceptibility to inter-
ferences (precision of the results), longer analysis time and sensitivity to contamination 5,6.  

 
For this reason, atomic spectrometry is an analytical technique that makes it possible to detect and quantify 
the presence of Lead and Arsenic in different samples, which is essential for understanding their impact on 
human health and the environment5. Lead poisoning is a significant public health problem, and continued 
research is crucial to comprehend its effects better and to develop effective strategies to prevent and control 
lead exposure7. 

 
Lead contamination in surface, ground and drinking water is a global problem that has become more evident 
and problematic in the last decade due to increased public awareness, stricter regulations, scientific research 
and concerns about human health and the environment8. Lead exposure is linked to a variety of health prob-
lems. It is especially alarming for children, as no safe blood lead level and severe cognitive health effects have 
been found, which can adversely affect children's mental development and academic performance9. The US 
Environmental Protection Agency (EPA) has established an action level for Lead in drinking water of 15 μg/L; 
this action level is not designed to measure health risks but as a potential point at which additional measures 
should be taken7,8.  

 
On the other hand, Arsenic is a ubiquitous element that, in some geographical regions, arsenic concentrations 
can be significantly high10 and, in such situations, represents a severe risk to human health because it can 
present genotoxic and carcinogenic effects11. The World Health Organization (WHO) considered a limit of 10 
µg/L for Arsenic as a guideline for drinking water, while the standard in Iran is 50 µg/L12,13. 

 
For this reason, validating the electrothermal atomic absorption spectrometry method is essential to charac-
terize the presence and concentration of Lead and Arsenic in water, especially within the province of Orellana, 
so that adequate measures can be taken to address contamination, reduce health risks and protect the most 
affected populations. 
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MATERIALS AND METHODS 
The study was conducted at the Environmental Analysis and Evaluation Laboratory "AQLAB," located at 
0279263 latitude and 9948509 longitude (UTM coordinates) in the Francisco de Orellana canton, Orellana 
Province. The average temperature inside the laboratory is 25°C, and the relative humidity is 85%. 

 
A rigorous process of theoretical and technical research was carried out to ensure the reliability and accuracy 
of the analytical method. The theoretical research involved the study of relevant bibliographic sources, such 
as national standards of the Ecuadorian Accreditation Service, according to INEN NTE ISO/IEC 
17025:201814, international standards, such as Eurachem, provides guidelines for method validation15 and 
internal laboratory documents"AQLAB"16, PG-AQLAB-07 for method validation (Table 1), PG-AQLAB-06 
for uncertainty calculation, ITU-AQLAB-10 instructions for the use of graphite furnace and the ITE-AQLAB-
96 for determination of metals in water by graphite furnace. The standard INEN 1108 the ministerial agree-
ment 097A to establish the theoretical basis for the experiment design and the analytical need. For the technical 
part, validation of the metals (Arsenic and Lead), the electrothermal atomic absorption spectrometric method 
was used (Perkin Elmer-800-EFQ-086) (Table 2), preliminary filtration, preliminary metal digestion and nitric 
acid digestion, using Standard Methods for the Examination of Water and Wastewater APHA 3113 B, 3030 
B, 3030 D, 3030 E, respectively. 

 
 

Parameters Established objective 

Selectivity / Specificity Determination of interference, AAS method 
(spectral and instrumental). 

Linearity/Response function 
Five Pb and As calibration curves were per-
formed with a linear regression analysis, with 
a coefficient of determination r2 ≥ 0.995. 

Detection limit As y Pb ≤ 5 ug/L (0.005 mg/L) 
Quantification limit As y Pb ≤ 10 ug/L (0.01 mg/L) 

Precision 

Horwitz concentration levels. For a concentra-
tion of 10 ug/L, CV repeatability (16%) and 
reproducibility (21.3%). For a concentration 
of 100 ug/L, CV repeatability (11.3%) and re-
producibility (15.1%). 

Accuracy With at least 85 to 115% at all levels. 

Uncertainty U ≤ 30% at all levels, 95.45% confidence in-
terval. 

Working Interval As: 10 - 200 ug/L (0.01-0.2 mg/L) y  
Pb: 5 - 100 ug/L (0.005-0.1 mg/L) 

Fuente: AQLAB16. 
Table 1. Parameters for evaluating methods for As y Pb con PG-AQLAB-06 y 07. 
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Element Phases Tempera-
ture (°C) 

Ramp 
time (s) 

Heating 
time (s) 

Internal 
flow 

(ml/min) 

Wave-
length 

onda (λ) 
 
 

Arsenic 
(As)  

Heating 80 10 10 250  
 

193.7 
Data 130 10 10 250 

Incineration/ Pyroly-
sis 450 10 15 250 

Atomization 2000 0 3 0 
Cleaning 2100 1 3 250 

 
 
 

Lead (Pb) 

Heating 80 10 10 250  
 
 

287.3 

Data 130 10 10 250 
Incineration/ Pyroly-

sis 400 10 15 250 

Atomization 1900 0 3 0 
Cleaning 2000 1 3 250 

Fuente: AQLAB16. 
Table 2. Optimal temperature and ramp time parameters for determining As y Pb con Perkin Elmer-800-EFQ-086. 

 
The reagents used were As stock standard: 1 000 000 ug/L arsenic solution, Pb stock standard: 1 000 000 ug/L 
lead solution, inert gas: high purity argon ≥ 98%, distilled water: type I conductivity less than 2 uS/cm and 
pH 7.00, nitric acid: HNO3 grade HPLC, HNO3 2% solution: 2.9 of 70% concentrated HNO3 was dissolved 
in 1 liter, As and Pb working standard: prepared from the respective stock standard of each metal. 0.125 mL 
of the stock solution was diluted in a 250 mL volumetric ball with 2% HNO3 solution; the concentration of 
this solution was 500 ug/L. These standards and prepared solutions are crucial for accurate and reliable meas-
urements of Arsenic and lead in water samples by electrothermal atomic absorption spectrometry.  
 
Water samples for the determination of the presence of Arsenic (As) and Lead (Pb) were taken from the 
drinking water network (ACH) at the AQLAB Laboratory, the wastewater treatment plant (A.NYG) of the 
Autonomous Decentralized Municipal Government of Francisco de Orellana (GADMFO), and natural water 
(A.NAT) from the Payamino River. Fortified samples were also used (water sample + known concentration 
of the analyte): ACH + 10 ug/L solution of As or Pb, A.NAT + 20 ug/L As solution, A.NYG + 30 ug/L As 
solution, A. NAT + 30 ug/L Pb solution, A.NYG + 100 ug/L Pb solution. Control standard - STD CNTRL 25 
ug/L As and 5 ug/L Pb, working standard-STD 200 ug/L As; reference material-MR-28 (121 ug/L ± 2 arsenic 
and 1 079 ± 10 ug/L lead). The methodology of technical standard INEN 2226: 2013 was followed13 for 
collecting water samples. 

 
Standards were prepared according to ITE-AQLAB-96. Starting with the 1,000,000 ug/L standard for As and 
Pb, a working standard of 500 ug/L was organized, then a standard of 50 ug/L was prepared. Subsequently, 
the atomic absorption spectrophotometer was configured to schedule 4 more standards automatically with 
concentrations of 5, 10, 20, and 40 ug/L from the last standard prepared (50 ug/L).  

 
For the readings of ACH, A.NYG, A.NAT, fortified samples, STD CNTRL, MR-28 and working STD. 2 
analysts performed data, and 6 data were taken with a maximum of 6 levels. 

 
Five readings (5 days) of the four concentration levels established in the working interval were taken, and 
statistical analysis was performed. To analyze the response function and linearity, the calibration curve stand-
ards (5, 10, 20 and 40 ug/L) were prepared, then the absorbance data of the different concentrations were 
recorded. Finally, the linear estimation of the slope (m), intercept (b), "y" type error (Sxy), "x" type error 
(Sxx), standard deviations of the slope (Sm) and intercept (Sb) and the confidence inter-values of the curves 
was performed.  
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The limits of detection and quantification were calculated with equations 10 and 11 (Table 3). For repeatability 
analysis, the readings of the fortified samples, control standards and reference material were used, and the 
average (x̅), standard deviation (s2) and coefficient of variation (CV%) were calculated by applying equation 
14 (Table 3). For the determination of trueness, the fortified samples were used, obtaining from them the 
percentage recovery (%R) by applying equation 12 (Table 3); here, the value of the reading, standard addition 
value and multiplied by 100 was added. Subsequently, the x̅ of recovery of the total of the readings performed 
by the 2 analysts was determined. For the calculation of reproducibility, the data of the fortified samples per 
analyst were used and x̅ and variances (VAR) were selected. The t-calculated (t-c) was determined with equa-
tion 15 (Table 3) and was performed with the value of the t-theoretical (t-t) with 0.05 probability and 10 
degrees of freedom and finally with the results the condition that t-calculated < t-theoretical was checked.  
 
To determine the precision, the sums and quadratic differences were calculated, then with these results, the 
standard deviation of repeatability (Sr) was estimated with equation 16, intermediate precision (SL2) with 
equation 17, and the standard deviation of reproducibility (SR) with equation 18. Then, repeatability limits 
(Lr) and reproducibility (LR) were calculated with equations 19 and 20, respectively. Finally, a comparison 
was made between the calculated Fisher's value (calculated F) equation 21 and the result of the analysis of 
variance (ANOVA) to observe similarity and to be able to continue validating the methods. The uncertainty 
calculations of the response function, trueness, volumetric material, mother standard, working standards and 
equipment calibration were performed with equations 22 to 35.  
 
 

Formula Description 
 

𝑳𝑳𝑳𝑳𝑳𝑳 = 𝟑𝟑 ∗ 𝑺𝑺𝑺𝑺′ (10) 
𝑥̅𝑥: Average of measurements taken. 
Sb': Corrected standard deviation. 

𝑳𝑳𝑳𝑳𝑳𝑳 = 𝟏𝟏𝟏𝟏 ∗ 𝑺𝑺𝑺𝑺′ (11)  
𝑥̅𝑥: Average of measurements taken. 
Sb': Corrected standard deviation. 

%𝑹𝑹 = 𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽 𝒐𝒐𝒐𝒐 𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓
𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽𝑽 𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 

∗ 𝟏𝟏𝟏𝟏𝟏𝟏 (12)  
 
- 

𝑪𝑪𝑪𝑪(%) = 𝒔𝒔𝟐𝟐

𝑿𝑿�
∗ 𝟏𝟏𝟏𝟏𝟏𝟏 (14) 

 
- 

𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 𝑻𝑻

=
(𝑿𝑿𝑿𝑿 − 𝑿𝑿𝑿𝑿) − 𝟎𝟎

�(𝒏𝒏𝒏𝒏 − 𝟏𝟏) ∗ 𝑽𝑽𝑽𝑽 + (𝒏𝒏𝒏𝒏 − 𝟏𝟏) ∗ 𝑽𝑽𝑽𝑽
(𝒏𝒏𝒏𝒏 + 𝒏𝒏𝒏𝒏) − 𝟐𝟐 � 𝟏𝟏𝒏𝒏𝟏𝟏 + 𝟏𝟏

𝒏𝒏𝒏𝒏�
 

(15) 

X1 y X2: Average of samples 1 y 2. 
n1 y n2: size of samples1 y 2. 
V1 y V2: sample unbiased variances. 

𝑺𝑺𝑺𝑺 = √𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫 (16) 

𝑺𝑺𝑺𝑺𝟐𝟐 = 𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫−𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫
𝒏𝒏

 (17) 

𝑺𝑺𝑺𝑺 =  √𝑺𝑺𝑺𝑺𝟐𝟐 + 𝑺𝑺𝑺𝑺𝟐𝟐  (18) 

DCMw: Root mean square differences in within-
group variance 
DCMb: Mean squared differences in variance be-
tween groups 
n: Number of readings 

 
𝑳𝑳𝑳𝑳 = (𝟐𝟐,𝟖𝟖𝟖𝟖 ∗ 𝑺𝑺𝑺𝑺) ∗ 𝟏𝟏𝟏𝟏𝟏𝟏/𝑿𝑿�𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍  (19) X̅ level: Average of analyst averages. 

 
𝑹𝑹 = (𝟐𝟐,𝟖𝟖𝟖𝟖 ∗ 𝑺𝑺𝑺𝑺) ∗ 𝟏𝟏𝟏𝟏𝟏𝟏/𝑿𝑿�𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍  (20) X̅level: Average of analyst averages. 

𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭 = 𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫
𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫

 (21) - 

𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼 = �𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 𝑨𝑨 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄+
𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 𝑩𝑩 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄  

(22) 

                
- 
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𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼𝑼 = 𝑼𝑼𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 ∗ 𝒌𝒌 (23) - 

𝒖𝒖𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 = 𝒖𝒖(𝑽𝑽)

𝑽𝑽𝒇𝒇
 (24) Vf: volumen del material volumétrico  

uv: Incertidumbre del volumen  

 
 
 
 

𝒖𝒖𝒖𝒖𝒖𝒖 = 𝑺𝑺𝑺𝑺𝑺𝑺 /𝒎𝒎√(𝟏𝟏/𝒑𝒑"" + 𝟏𝟏/ 𝒏𝒏 "
+ "(𝑪𝑪𝟎𝟎 − 𝑪𝑪�)𝟐𝟐/ 𝑺𝑺𝑺𝑺𝑺𝑺"") 

(25) 

uFR: Linearity uncertainty 
Sxy: Residual standard deviation  
m: Slope 
p: number of equipment readings to determine Co 
n: number of measurements for calibration. 
Co: curve value corresponding to the level. 
 ̅C̄: mean value of different calibration standards.  
Sxx: residual sum. 

(26)  𝒖𝒖𝒖𝒖𝒖𝒖𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 = 𝒖𝒖𝒖𝒖𝒖𝒖
𝒙𝒙�𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺

 uFR: Uncertainty response function. 
x̅STDDcurve: Standard average. 

 (27) 𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖 = (𝒔𝒔𝟐𝟐/𝟏𝟏𝟏𝟏𝟏𝟏)√𝒏𝒏 
uRec: Recovery uncertainty. 
s2: Standard deviation 
n: Total number of analyst readings per level. 

 (28) 𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖. 𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 = 𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖
𝒙𝒙� 𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓

 x̅ recovery: average percentage recovery. 

 (29) 𝒖𝒖(𝒗𝒗𝒗𝒗) =
� (𝒖𝒖(𝒄𝒄𝒄𝒄𝒄𝒄))𝟐𝟐 + (𝒖𝒖(𝒗𝒗))𝟐𝟐 + (𝒖𝒖(𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓))𝟐𝟐 

u(vf): Volumetric material uncertainty. 
u(cal): Calibration uncertainty.  
u(v): Temperature uncertainty.  
u(repet): Repeatability uncertainty. 

 (30) 𝒖𝒖(𝒄𝒄𝒄𝒄𝒄𝒄) = 𝒖𝒖(𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗)
𝒌𝒌

 
u(cal): calibration certificate.  
k: k factor coverage (generally k=2, 95% confidence 
level). 

 (31) 𝒖𝒖(𝒗𝒗) = (𝑫𝑫𝑫𝑫𝑫𝑫 𝑻𝑻)∗𝑽𝑽𝑽𝑽∗𝜶𝜶
√𝟑𝟑

 

u(v): Uncertainty of the temperature difference of the 
volumetric material. 
Vf: Volumetric material volume. 
Dif T: Temperature range 20 - 30°C: 10 
α: Coefficient of expansion of borosilica glass 
(0.00025). 

(32) 𝒖𝒖𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 = 𝒖𝒖𝒖𝒖𝒖𝒖
𝒌𝒌

 

uSTD mother: Mother standard uncertainty. 
uMR: Calibration certificate. 
k: coverage factor (usually k=2, 95% confidence 
level). 

𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖

= �(𝒖𝒖𝑺𝑺𝑺𝑺𝑺𝑺 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎)𝟐𝟐 + �𝒖𝒖𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷�
𝟐𝟐

+(𝒖𝒖𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴)𝟐𝟐 

 
(33) 

uSTDmother: mother standard relative uncertainty. 
uPipette: Relative uncertainty of the pipette. 
uFlask: Relative uncertainty of the flask. 

𝒖𝒖𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 = �(𝒖𝒖𝒖𝒖𝒖𝒖)𝟐𝟐 + (𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖)𝟐𝟐 + (𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖)𝟐𝟐 
 

(34) 

uSTD: Uncertainty standard preparation. 
u(FR): Response Function Uncertainty. 
u(Resol): Instrument resolution uncertainty. 
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𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖𝒖 = 𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓  𝒅𝒅𝒅𝒅𝒅𝒅 𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆
√𝟏𝟏𝟏𝟏

 (35) u(resol): Resolution uncertainty. 

Fuente: AQLAB16. 
 

Table 3. Equations for statistical analysis. 
 
 
 

RESULTS 
 
The validation of methods for the determination of heavy metals is fundamental because it allows us to obtain 
accurate results that serve to take corrective measures in the short, medium and long term. For the validation 
of the method for Arsenic in water, six readings were performed per analyst, using different concentrations of 
standards for water samples and reference material, resulting in a total of six concentration levels (Table 4). 
 

Level 1 2 3 4 5 6 
Conc. 0,01 2 2,5 3 121 20 

Samples 
ACH + 
10,00  
ug/L 

A.NAT 
+20,00  
ug/L 

STD 
CNTRL 

25,00 ug/L 

A.NYG  
 +30,00  

ug/L 

MR-28  
ug/L 

STD 
200 

 ug/L 
Dilution 1 1 1 1 5 10 

 
 
 

Analyst 1 

12.75 27.48 29.53 32.15 131.00 216.00 
11.66 25.45 28.47 30.10 137.25 195.70 
12.51 23.92 29.09 30.34 123.85 197.60 
13.11 26.47 25.71 30.17 139.85 197.80 
11.44 25.06 27.33 31.59 121.55 205.50 
12.75 26.02 28.57 28.22 141.95 209.80 

 
 
 

Analyst 2 

12.43 26.38 27.25 30.29 126.65 181.70 
11.72 26.45 30.37 33.60 141.85 200.00 
11.82 25.12 29.79 32.44 141.85 221.20 
11.45 26.80 27.29 32.70 135.75 195.50 
12.43 27.18 29.09 30.58 139.85 212.60 
12.58 24.38 27.76 30.23 137.5 219.30 

Table 4. Initial data was used to validate the method for determining arsenic levels in water. 

 
 

The results of the method validation for the determination of Arsenic show the five calibration curves in ab-
sorbance units for each of the concentrations from 5 to 40 ug/L. The coefficient of determination of 0.9983 
represents the high correlation; therefore, the calibration curves are accepted (Figure 1). 
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Figure 1. Linearity of the arsenic calibration curve. 

 
Determining the maximum and minimum values of the five calibration curves allowed obtaining maximum 
values (0.00363 and 0.01532) and minimum values (0.00234 and -0.01464) as a control to control the curves 
during and after the process.  

 
In the repeatability analysis (r) a CV of less than 7% was obtained in the six levels (ACH + 10.00 mg/L, 
A.NAT +20.00 ug/L STD CNTRL 25.00 ug/L, A.NYG +30.00 ug/L, MR-28 ug/L, STD 200 ug/L), analyst 1: 
5.39, 4.76, 4.95, 4.94, 6.43 and 3.97 % and analyst 2: 3.87, 4.12, 4.70, 4.78, 4.17 and 7.50 %; these results are 
accepted because they comply with the validation objectives, being less than 16%. When performing the true-
ness analysis of the 12 readings, it was determined that the average maximum value was 113.42%, a value 
that is within the values established to accept the validation method. The reproducibility analysis (R) shows 
that the calculated t (0.90217, 0.48124, 0.60436, 0.60436, 0.60436, 1.11948 and 0.18649) was < t - theoretical 
(2.22814) in the six levels, therefore the validation of the method is accepted. The precision analyses at the 
six levels show that the calculated F (1.38792, 0.22927, 0.01784, 2.21193, 0.22004 and 0.37874) is < tabulated 
F (4.96460); therefore, the validation method is accepted. The values of response function uncertainty (uFR) 
was 0.546, uFR relative (0.02910), ucal (0.0028), u(V) (0.0721), urelative 50mL (0.0014), As 1 000 000 ug/L mother 
standard (0.0012), As mother standard relative U (0.000012), ustd 50 ug/L (0. 0014), uteam (0.02919), uresol 
(0.000289) and in the six levels the values obtained in ucombined (0.6772, 1.4560, 1.5984, 1.8366, 7.3397 and 
12.3184) and uexpa (14, 15, 13, 12, 12, 12 and 12 %), these last values for being ≤ 30% the validation is accepted. 

 
For the lead validation method, six readings were performed by each analyst with different concentrations of 
standards for water samples and reference material, resulting in a total of five concentration levels (Table 5). 
 

 
 

 
 

Level 1 2 3 4 5 

y = 0,003x + 0,0002
R² = 0,9983

0,0000
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0,0400

0,0600

0,0800

0,1000

0,1200

0,1400

0,00 5,00 10,00 15,00 20,00 25,00 30,00 35,00 40,00 45,00

A
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e
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Conc. 5 10 30 100 1079 

Samples 
STD 

CNTRL 
5,00 ug/L 

ACH 
+ 10,00 

ug/L 

A.NAT 
+30,00 
ug/L 

A.NYG 
+100,00 

ug/L 

MR-28 
ug/L 

Dilution 1 1 1 5 50 
 
 
 

Analyst 1 

4.75 11.20 29.90 103.00 1110 
5.38 10.40 29.60 103.50 1125 
5.15 11.90 29.20 100.50 1140 
5.38 10.90 29.80 106.00 1135 
5.34 10.20 30.00 103.00 1145 
5.27 11.30 29.90 99.00 1120 

 
 
 

Analyst 2 

5.12 10.40 29.10 105.50 1135 
5.84 11.30 29.90 110.00 1130 
5.17 10.30 30.70 104.00 1140 
5.39 10.50 30.60 106.00 1145 
5.15 10.60 29.20 99.50 1155 
5.77 10.50 30.80 99.50 1135 

 
Table 5. Initial data was used to validate the method for determining Lead in water. 

 
The validation of the method for determining Lead shows the five calibration curves in absorbance units for 
each concentration from 5 to 40 ug/L. The high correlation represented by the determination coefficient of 
0.9999 indicates that the electrothermal atomic absorption spectrometry method is accurate and suitable for 
determining Lead in water for the range of concentrations evaluated (Figure 2). 
 
 

 
Figure 2. Linearity of the lead calibration curve. 
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Determining the maximum and minimum values of the five calibration curves allowed obtaining maximum 
values (0.00364 and 0.01109) and minimum values (0.00278 and -0.00370) as a control to control the curves 
during and after the process.  

In the repeatability analysis (r) the CV was less than 6% at all five levels (STD CNTRL 5.00 ug/L ACH + 
10.00 ug/L, A.NAT +30.00 ug/L, A.NYG +100.0 ug/L, MR-28 ug/L) (analyst 1: 4. 65, 5.68, 0.99, 2.39 and 
1.17% and analyst 2: 5.99, 3.38, 2.55, 3.91 and 0.78 %); these results are accepted because they comply with 
the validation objectives, less than 16%. The trueness analysis of the 12 readings determined that the average 
maximum value was 107.92%, a value that is accepted in the validation. The reproducibility analysis (R) 
shows that the calculated t (1.18714, 1.31162, 0.94981, 0.82099 and 1.67286) was < t - theoretical (2.22814) 
in the five levels, therefore the validation of the method is accepted. The precision analyses at the five levels 
show that the calculated F (1.39521, 1.70316, 0.89312, 0.66728 and 2.77049) is < tabulated F (4.96460) 
therefore, the validation method is accepted. The values of the uncertainty of response function (uFR) was 
0.794, uFR relative (0.04235), ucal (0.0042), u(V) of 250 ml (0.3608), urelative 250 ml (0.0014), U std mother lead 
(0.0012), mother standard relative U (0.000012); ustd (0.0014), uteam (0.08884), uresol (0.000289) and in the five 
levels the values obtained in ucombined (0.3677, 0.7145, 1,3789, 9.7710 and 12.8455), uexpa (15, 14, 9, 20 and 2 
%) these last values for being ≤ 30% the validation is accepted. 
 
 

DISCUSSION 

 

It is evident that the research carried out in the "AQLAB" laboratory to validate the electrothermal atomic 
absorption spectrometry method for determining Arsenic and Lead in water was based on the review of liter-
ature and methodologies previously used by other researchers. Through these references, recommended prac-
tices were applied, and acceptable results were obtained to validate the method. Some critical aspects related 
to securing linearity, precision, trueness and uncertainty calculation are highlighted below: 
 
Linearity: Obtaining linearity is essential to establish the relationship between the analyte concentration and 
the absorbance signal. In this case, standards prepared automatically by the equipment were used, which min-
imizes possible preparation errors by the analysts. The high correlation coefficients (r²) of 0.998 for Arsenic 
and 0.999 for Lead indicate an excellent linear relationship between concentrations and absorbances, which 
supports the method's suitability. According to Perelonia17, if the obtained R 2 value is higher than 0.995, the 
analytical response is linear in certain concentration ranges13. 
 
Analytical precision was calculated by evaluating the repeatability and reproducibility of the instrument re-
sponse to the analyte. Repeatability refers to the precision under the same operating conditions (analysts and 
equipment) over a small time interval. Reproducibility expresses the accuracy of a method under different 
operational conditions. In addition, robustness was evaluated through reproducibility, as the technique was 
performed by different analysts17. The reproducibility analysis (R) shows that the calculated t (1.18714, 
1.31162, 0.94981, 0.82099 and 1.67286) was < t - theoretical (2.22814) at all five levels, thus accepting the 
validation of the method. Y The precision analyses at the five levels show that the calculated F (1.39521, 
1.70316, 0.89312, 0.66728 and 2.77049) is < tabulated F (4.96460), so the validation of the method is accepted. 
These values are below the values set by AOAC (2016)18 where an appropriate maximum value should not 
exceed 15%. Therefore, it can be stated that the proposed method showed a good according to the values 
obtained. 
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Trueness: The trueness calculation is essential to evaluate the ability of the method to accurately recover the 
proper concentration of the analyte in the samples. Considering 6 fortified samples for validation and com-
plying with the established acceptance ranges (85% to 115%) ensures that the method is accurate and provides 
results close to the actual values of Arsenic and Lead in the samples. These values are within those established 
within the AOAC 2015 method19, where it is demonstrated that the recovery obtained during the validation of 
the method must be 100 ± 25%. Under this criterion, the elements analyzed showed a particularly good recov-
ery20. 
 
Uncertainty: The research by Sanmiguel and Guerrero21 provided the basis for calculating uncertainty using 
various statistical equations. These methodologies obtained uncertainty results within the acceptance range (u 
< 30%). This demonstrates that the "AQLAB" laboratory results are reliable and accurate, and a reasonable 
estimate of the uncertainty associated with the measurements is available. 

 

CONCLUSIONS 
 

The validation methods analyzed for the determination of metals (Lead and Arsenic) in water allowed the 
establishment that the ITE-AQLAB-96 method for the determination of Arsenic and lead in drinking, natural 
and wastewater with a range of 0.01 to 0.20 mg/L for As and 0.005 to 0.10 mg/L for Pb and an in-certainty of 
15% As and 20% Pb. 
 
Overall, the "AQLAB" laboratory work demonstrates a solid research and validation methodology for the 
electrothermal atomic absorption spectrometry method used to determine arsenic and lead levels in water. The 
results obtained and their comparison with the cited references support the quality and reliability of the data 
generated in the laboratory. 
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